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Large- and multi-scale earthquake cycle simulation
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Large-Scale High-Performance GPU Computing for Seismology
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Simulation of seismic-wave propagation is essential in modern seismology in order to probe the Earth’s and other planets
interiors, to study earthquake sources, and to evaluate the strong ground motions due to earthquakes for the seismic hazard at
ysis. The modeling of the seismic-waves is a computational challenge because of the effect of the structural heterogeneity ar
the required large domain size. The effect of the lateral heterogeneity is especially important for the shallow suboceanic eartt
guakes around Japanese islands where all the heterogeneities such as the steeply varying topography of the trenches, oce.
water layer, thick sediments, crust with varying thickness and subducting oceanic plate, can affect the excitation and propagatic
of the seismic-waves radiated from the earthquakes (e.g., Okamoto, EPS 2002; Nakamura et al. BSSA 2012). The scale leng
of the heterogeneity and topography is often small (a few hundred meters or even less than one hundred meters) and we ne
to use very small grid spacing in the simulation. Also, a very large domain size is often required because the fault size and th
affected area can become large especially for the megathrust interplate earthquakes such as the 2011 Tohoku-Oki earthquake
which fault is roughly 200 km wide and 500 km long. Thus for the modeling of the seismic-waves we need all the resources
for the high-performance computing, such as large-sized memory system, fast computing devices, fast interconnect network, ar
high-performance softwares.

In this paper we review our 3-D finite-difference time domain (FDTD) method developed for the simulation of seismic-wave
propagation. As the accelerator, we use the GPUs in our simulation (Okamoto et al., 2010; 2013). The GPU (Graphics Processir
Unit) is a remarkable device due to its multi-core architectures and high memory bandwidth. The GPU delivers extremely high
computing performance at a reduced power and cost compared to conventional central processing units (CPUSs): recent GP!I
have achieved performaces of about 3.5 to 3.9 TFLOPS in single precision arithmetic at power consumption of 225 to 235 W
Simulation of seismic wave propagation is a memory intensive problem which involves a large amount of data transfer betweel
the memory and the arithmetic units, while the number of arithmetic computations is relatively small. Thus, the simulation can
benefit from the high-memory bandwidth of the GPU, and various approaches to adopt GPU to the simulation have been prc
posed recently (e.g., Abdelkhalek et al., 2009; Aoi et al., 2009; Komatitsch et al., 2009, 2010; Micikevicius, 2009; Okamoto et
al., 2010, 2013; Michea and Komatitsch, 2010).

We will show our recent results that were done by using several hundred to more-than one thounsand of GPUs of the TSUB
AME supercomputer in Tokyo Institute of Technology from the field of the seismology: the forward wave propagation in realistic
3D structure model for the Japanese islands, the inverse problem for the study of the earthquake sources using 3D Green’s ten:
waveforms, the computation of the sensitivity kernels for perturbations in the structural parameters of the earth model, and th
simulation of scattering of seismic-waves from the moon-quakes as the feasibility study for the future seismic exploration of the
moon and other planets. We will also discuss the future direction of the GPU computing in the field of seismology such as the
real-time simulation of the wave propagation.

[References]
Okamoto et al. Earth Planets Space, 62, 939-942, 2010.
Okamoto et al, in GPU Solutions to Multi-scale Problems in Science and Engineering, ed. D.A. Yuen et al., Springer, 2013.
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In the coming era of exascale supercomputing, in-situ visualization is an inevitable approach to reduce the output data size. .
problem of the in-situ visualization is that it loses interactivity unless a steering method is adopted. In this paper, we propose a ne\
in-situ visualization method for exascale simulations. This method applies a lot of (hopefully millions of) in-situ visualizations
at once with (thousands of) different visualizations taken from (thousands of) different cameras. The output in this strategy is
not numbers, but movies. Even when a simulation produces one million of movies, the total output data size is only 10 TB wher
each movie is compressed to 10 MB. It should be noted that the size of 10 TB is rather small in the coming exascale era. Th
output of million movies will be analyzed as a post-processing in our proposed method. A specially designed movie player will
read the million movie files and display a sequence of images in a window. By extracting a proper image sequence from differen
movie files, we can effectively walk through the visualization objects while the dynamic phenomena are shown in the window. To
demonstrate the feasibility of the proposed method, we have performed a dynamo simulation in which 125 in-situ visualizations
are applied. The visualization code is hybrid MPI-OpenMP. This calculation was performed on FX-10. We have also developed «
movie player that reads hundreds of movie files and play a movie on a PC window. The movie player also has a function to shov
current position in or around the simulation region. We have confirmed that this method—in-situ visualization with interactive
view—is not only feasible, but also practical for visualizations of large-scale simulations.
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A multivariate analysis of time-series data based on the Bayesian statistics is always time-consuming especially in its com
plex programing and much computation time. Although Research and Development Center for Data Assimilation, the Institute
of Statistical Mathematics provides software related to such Bayesian analysis, multivariate analysis requires many compute
resources, which are often hardly obtained.

We have developed web application "CloCK-TiME” (Cloud Computing Kernel for Time-series Modeling Engine), which en-
ables users to analyze their time-series data by using a networked PC cluster in a cloud computing system. A state space mot
decomposes uploaded time-series data into trend, seasonal, autoregressive and observation noise components, each of whict
estimated using the particle filter algorithm. We show an application example in the case of tide gauge data recorded along th
coastline of Japan. Tide gauge observations along the coastline of Japan have recorded the land sinking due to the continuc
subduction of the oceanic plates. The proposed software extracts such long-term activities of the Earth’s crust together with rapi
displacements related to earthquakes, even before the establishment of the global positioning system, from monthly mean data
the sea levels. The spatial and temporal distributions of the extracted trend component clearly indicate the subduction, near whic
giant earthquakes have occurred or are predicted to occur. A multivariate analysis of the observatories located at the northes
coast of Japan successfully determines the past crustal displacement in the case of the 1978 Off-Miyagi Earthquake.
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Accumulation of earthquake scenarios towards the construction of simulation database
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In recent years, earthquake cycle simulations based on plate motions and rock friction laws have been utilized for studies o
the earthquake preparation process and repetition pattern of the earthquake which occurs in the plate boundary near the Japar
Islands (e.g., Hori et al., 2004, Nakata et al., 2012, etc.). In these studies, the target earthquakes are mainly events occurr
in the past. Through the trial-and-error correction in the distribution of frictional property on faults, many forward simulations
are carried out until the basic repetition patterns or magnitudes of target earthquake is reproduced. Then, for expecting th
future repetition of target earthquakes, the extension of simulations for some tuned parameters might be utilized. However, a
natural earthquake is a highly nonlinear problem with huge degrees of freedom, and the modeling error of forward simulation:s
of earthquake cycles is generally large due to the simplicity. For this reason, "deterministic future prediction” is theoretically
impossible through the above strategy based on the reproduction of old events.

That is, for the purpose of practical earthquake prediction, we need the prediction framework which can reflect the real-time
observation data (such as crustal deformation) without large time lag, and can perform sequentially with increasing data. In orde
to realize such prediction, we propose the construction of a simulation database consisted of a large nhumber of simulation resul
(scenarios) with various simulation models or model parameters. If such database is established, with the increase of realtin
observation data, simulation results in the database are sequentially accessed and utilized to compare with observed data
likelihood evaluation. Then, the extrapolation of scenarios with higher likelihood values is regarded as the tentative prediction
based on the last observation data. The large advantage of this prediction concept is that the resultant predictions have hi
flexibility according the real-time observation data.

Due to the recent development of domestic High Performance Computing Infrastructures(HPCI), such as K (RIKEN) or ES2
(JAMSTEC), within several days, we can calculate 100-1000 scenarios of quasi-dynamic earthquake cycle simulations, witt
moderate discretization (about 1km cell) of the plate interface (about 300kmx800km area). Now, for the Nankai Trough region
where the next earthquake occurrence is anticipated, many earthquake scenarios with various frictional parameters are tried, a
simulation database is under construction towards the establishment of earthquake prediction system.

In the presentation, we will introduce the more details of simulation database and the concept of our prediction system.

ooooo:o0ocoboobooooooooboooooo,coboobooobooobooo,oo0boo0oboo,bo0o0o000,d
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Computation of teleseismic waves for large earthquake using Spectral-Element Method
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Three-dimensional numerical modeling of temperature, fluid flow and heat flow associ-

ated with subduction of curved slabs
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In order to simulate distributions of temperature and fluid flow associated with subduction of a curved slab, we constructed &
three-dimensional thermal convection model. We assumed that slab extends with time in a given shape with velocity of 6cm/yea
dip angle of 10 deg. for 10 million years. We investigated the relation concerning shape of slab upper surface, subduction direc
tion, distributions of temperature and fluid flow, and surface heat flow for various types of curved slabs. The results revealed :
very likely relation between temperature distribution and upper surface shape of a slab, and composite subduction angle which
a compound of a dip angle and slab gradient slope angle along subduction direction. Not only thermal field, but also flow velocity
differed greatly on each side of a curved slab. A bent slab leads to a complex fluid flow around it. The results also exhibited how
oblique subduction performs in such a curved slab. Although symmetric slab shape models are constructed, oblique subductic
resulted in some asymmetric patterns of interplate temperature and heat flow distributions. Isotherm on the plate interface appee
to be dragged to the direction of oblique subduction, and low heat flow anomaly appeared on the descent slope of the subductir
slab. Most of these simulated results are related to the composite subduction angle. The slab surface shallower than a depth of
km has a corresponding relation with surface heat flow distribution above it, whereas the effect gradually disappears when it i
deeper than 60 km. Cooling effect associated with subduction is generally related to slab length from the model surface and th
composite subduction angle. Large bent slab shape also has a negative effect on cooling down as compared with a flat one .
Keywords: curved slab, temperature, fluid flow, heat flow, numerical simulation
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Numerical simulation of geodynamo with HPCs
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Development of a simulation code for a growing planet with core formation in 3D
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This talk introduces our developed a new numerical code for solving the Stokes flow in 3D to investigate the global core
formation process in the planetary interior. The formation of a metallic core is widely accepted as the major differentiation event
during planetary formation. In our simulation, the growing planet with the impact events and global sinking of the dense metal-
rich material over long time scale are captured in the Stokes flow regime.

In order to simulate the core formation process in 3-D, we employ the spherical Cartesian approach. The surface of the me
terial ¢ is captured by the distribution of color functions. The dynamical boundary as a free surface is mimicked by surrounding
low viscosity material with zero density, so-called sticky air. The viscosity of the sticky air varies laterally, depending on the
neighbouring viscosity of planetary surface. Self-gravitating force is obtained by solving the gravity potential equation. For solv-
ing the momentum and continuity equations, we developed an iterative Stokes flow solver, which is robust to problems includinc
jumps in the viscosity contrast. Our solver design consists of an inner and outer solver utilizing a strong Schur complement pre
conditioner and the Arnoldi type Krylov subspace method preconditioned with geometric multigrid method (GMG). We enhance
the robustness of the inner solver for the velocity problem with a mixed (quad-double) precision Krylov kernel calculation. As
the high precision calculation method, we employ the double-double precision algorithm which has high arithmetic intensity and
is faster than normal quad arithmetic using a register or cache memory. Our mixed precision method improves the convergenc
of Krylov method without significantly increasing the calculation time.

All of our numerical algorithms are designed for the parallel-vector architecture especially for the Earth Simulator 2 (ES2).
Our careful implementation of SOR smoother enables to achieve 34% of the peak performance of ES2 at the finest level of GMC
In the simulation with a grid size of 25856«256 , our solver achieved 910.3Gflop using 8 nodes (13.9% of peak performance)
which involves the cost for idling CPU for multigrid operations.

gooob:obog,bbbooboodoo,bbbboooo,bodooo,bboooUoob O
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