Current status of post-K Exploratory Challenge, computational planetary science
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In FY 2016, as one of research project for post-K supercomputer, "Exploratory Challenge 3 Elucidation of the Birth of Exoplanets and the Environmental Variations of Planets in the Solar System" has been started. In this talk, I'll overview this project (we call this project computational planetary science project for short).

The development of post-K supercomputer was started in 2014, and its planned completion year is 2020, with up to 100 times faster speed on real applications compared to K computer. As one of four "Exploratory Challenges", computational planetary science has been selected, and it is assigned to Kobe University, with other eight research institutes.

The computational planetary science project consists of four subtopics: planetary formation, dynamics and evolution of planets, solar activities and environmental change, and the origin of life. In this talk, I'll overview these topics, computational challenges, and expected scientific products.
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N-body Simulation of Planet Formation with the Effect of Fragmentation
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We carried out N-body simulations of planetesimal driven migration including the effects of gas drag, type-I migration and fragmentation. Kominami et al. (2016) showed that the planetesimal driven migration can still take place even if the self-gravity of the planetesimals are considered. They also showed that the random velocity increase of the planetesimals was crucial for the migration to continue or to halt. The random velocity of the planetesimals can be affected by the gas disk and if the gas disk is considered, type-I migration of the protoplanet should be taken into account. Here we carried out N-body simulation that include the self-gravity of the planetesimals with the effect of gas drag, type-I migration and fragmentation. We show that the growth of the planetesimals in the perfect accretion cases prevents the outward planetesimal driven migration. If the fragmentation is considered, small planetesimals are produced, which enhance the outward planetesimal driven migration. We show some cases which outward planetesimal driven migration overcomes type-I migration.

Keywords: N-body simulation, fragmentation, type-I migration
We developed a fully-parallelized hybrid N-body code for planet formation (PENTACLE: Iwasawa et al., submitted), implementing the $P^3T$ method (Oshino et al., 2011) and a multi-purpose platform for a parallelized particle-particle simulation (FDPS: Iwasawa et al., 2016) into it. PENTACLE enables us to handle up to ten million particles for N-body simulations in a collisional system, using a present-day supercomputer. Toward a high-resolution N-body simulation with 100 million particles and beyond, we are now developing a parallelized hybrid N-body code optimized for a NVIDIA-based GPU cluster. In this talk, we show the performance and capability of PENTACLE and results of terrestrial planet formation in a narrow ring containing one (and ten) million planetesimals. Then, we introduce the current status of our GPU-accelerated N-body code (PENTAGLE) and our future plans, for example, a global simulation of the delivery of water to the Earth in the protosolar nebula.
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High-resolution $N$-body simulations using Pezy-SC processor
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We developed an $N$-body simulation code on multiple Pezy-SC processors—Pezy-SC processor is a novel new architecture developed by Pezy Computing K. K. that has achieved large computational power with low electric power consumption. We adopt the rubble pile model for physical collisions, in which no mergers are allowed, and use FDPS (Framework for Developing Particle Simulator) to solve the self-gravity. We performed several sets of high- and extra-high-resolution $N$ body simulations of the lunar accretion from a circumterrestrial disk of debris generated by a giant impact on Earth. The number of particles is up to 1 million, in which 1 particle corresponds to a 30 km-size satellitesimal. We show the performance and capability of our numerical code for high-resolution $N$-body simulations of planet/moon/ring formation.
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N-Body Simulation of Chariklo Rings
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Two dense narrow rings around Centaur Chariklo were discovered by occultation observation (Braga-Ribas et al. 2014). The inner and outer rings are located at 391 km and 405 km from the center of Chariklo, respectively. Chariklo's radius is about 125 km. The inner ring has the large optical depth, which is comparable to Saturn's A ring and Uranian delta ring. The width of the rings is about 6-7 km. A ring around Centaur Chiron was also reported (Ruprecht et al. 2015). These observations suggest that rings around large Centaurs may not be as rare as previously thought.

Several mechanisms for the formation of Chariklo's rings have been proposed: collisional ejection from the parent body, satellite disruption, the tidal disruption of the parent body (Pan and Wu 2016, Hyodo et al. 2016). However, the formation mechanisms of the rings is still not well understood. In order to understand the origin of the ring system, we need to investigate the stability and the structure of Chariklo's rings.

In the simulation of Saturn's rings, the global simulation is impossible because the necessary number of the particles is too large. Thus, the local N-body simulation has been used for reducing the computational cost. In this study, we performed the global N-body simulation of the rings for the first time.

We assume that all particles have the same mass and radius. We consider the mutual gravitational forces and the inelastic collisions between particles. We describe a collision as a damped oscillation (e.g., Salo 1995). We use the tree algorithm (Barnes and Hut 1986). Chariklo is located at the center, and its radius and density is 125 km and 1 g/cc, respectively. We use the N-body simulation library FDPS (Iwasawa et al. 2016).

This simulation has two parameters: the particle size and the density. From the theoretical analysis of the apse alignment mechanism, the particle size was estimated as a few meters (Pan and Wu 2016). Thus, in the fiducial model, we assume that the particle size is 5m. We consider the ice particle and assume that the density is 0.5 g/cc in the fiducial model.

After 10 rotational periods, no large-scale structures are visible. However, we find small-scale structures. These structures are known as the self-gravity wakes in Saturn's ring (Salo 1992). Due to the inelastic collisions, the random velocity decreases and finally the gravitational instability takes place. The self-gravity tends to form aggregates. On the other hand the tidal force tends to tear them apart. These competing processes are the cause of these complex structures.

Next we perform the simulations with various particle size and density. The particles size is 2.5 m - 10 m, and the density is 0.05 g/cc - 1.0 g/cc. The number of ring particles is 21 to 345 million. We found that the particle density is important parameter to determine the ring structure. If the particle density is less than 0.1 g/cc, the ring remains uniform and the self-gravity wakes are not visible. This is because the energy dissipation is insufficient and the gravitational instability does not take place. If the particle density is between 0.1g/cc and 0.5 g/cc, the self-gravity wakes are visible as in the fiducial model. If the particle density is larger than 0.5 g/cc, the ring is disrupted to form the satellites. Therefore we conclude that the
particle density should be less than 0.5 g/cc to avoid the disruption of the ring. Namely, the particle density should be less than half of Chariklo’s density.

The self-gravity wakes enhance the ring diffusion. Taking into account of the the self-gravity wakes, we estimate the ring diffusion time, which is about 1 - 100 years. This diffusion is considerably shorter than the timescales suggested in previous studies. The diffusion time depends on the particle size. If the particle size sufficiently smaller than a few meter, the diffusion time can be long. If the putative moon exists, it can slow down the diffusion.
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Development of an SPH code which works on the PEZY-SC devices and application to the giant impact

*Natsuki Hosono\textsuperscript{1,2}, Masaki Iwasawa\textsuperscript{2}, Daisuke Namekata\textsuperscript{2}, Ataru Tanikawa\textsuperscript{3,2}, Keigo Nitadori\textsuperscript{2}, Takayuki Muranushi\textsuperscript{2}, Junichiro Makino\textsuperscript{4,2,5}

1. Graduate School of Advanced Integrated Studies in Human Survivability, Kyoto University, 2. AICS, RIKEN, 3. College of Arts and Sciences, Graduate School of Arts and Sciences, The University of Tokyo, 4. Department of Planetology, Graduate School of Science / Faculty of Science, Kobe University, 5. Earth-Life Science Institute, Tokyo Institute of Technology

Lately, heterogeneous HPC clusters which have CPUs and accelerators, such as GPUs, have been getting more common. However, to develop such codes requires highly complex parallelization techniques and kernel codes for the accelerators. Thus, it is quite difficult to develop high-performance codes which work on such a cluster. In order to get rid of this complexity, recently, we develop a software named Framework for Developing Particle Simulator (FDPS), which automatically parallelise arbitrary particle-base schemes by using both OpenMP and MPI.

FDPS version 2.0 (or higher) also has the so-called `Multi Walk mode" to use accelerators. We developed a smoothed particle hydrodynamics (SPH) code, which used FDPS and works on multiple PEZY-SC devices. Among several versions of SPHs, we have implemented the standard SPH and the Density Independent SPH. A PEZY-SC is an accelerator which has advantages to the other accelerators in terms of its performance per power. We also compared the speed-up efficiency and found that our code is about 30 times faster in single precision than a code which works only on CPUs. We will show the results of numerical simulations of the giant impact problem carried out by the code.
Numerical simulations of the coupled magmatism-mantle convection system in 2-D and 3-D geometries
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It is generally considered that a magmatism occurred very actively in the hot mantle in the early Earth. Ogawa (2014) proposed that a positive feedback can operate between the magmatism and the upwelling flows of solid-state mantle convection, by numerical experiments of a coupled magmatism-mantle convection system in two-dimensional Cartesian domains. In this study, we newly developed numerical models of the coupled magmatism-mantle convection in three-dimensional Cartesian box as well as in two-dimensional spherical annuli with various shapes, in order to investigate how the geometries of the convecting vessel affects the feedback between the magmatism and mantle upwelling (or "MMU feedback" in short).

We employed both three-dimensional rectangular box and two-dimensional spherical annuli with various ratios of their inner to outer radii. The solid-state convection of the mantle is assumed to be that of an isoviscous fluid with a very high viscosity. Mantle magmatism is modeled by the generation of liquid phase (magma) owing to the pressure-release melting induced by upwelling flows of solid-state convection and the motion of the generated magma as a permeable flow through the solid matrix. The permeable flow of magma was assumed to be driven by a buoyancy due to the density difference between the solid and the liquid phases.

We carried out preliminary experiments using two-dimensional spherical annuli by systematically varying the ratio of inner to outer radii and the Rayleigh number of solid-state convection of the mantle. Our results showed that the MMU feedback can operate in a qualitatively very similar manner when the Rayleigh number is sufficiently large. The threshold values of the Rayleigh number for the MMU feedback lie between $O(10^6)$ and $O(10^7)$, regardless of the shape of the spherical annuli. We also found that, despite the cooling due to solid-state convection and magmatism, the temperature in the mantle remains slightly higher for thinner spherical annuli with larger ratio of inner to outer radii. Our findings suggest that the curvature of the mantle can affect the operation of MMU feedback only in an indirect manner, by modulating the thermal state and the magma generation in the convecting mantle.
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Separation styles of liquid phase in a convecting solid mantle
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In studying evolution of planetary interiors, separation of liquid phase in mantle is one of the essential processes. In rocky mantle of terrestrial planets, this process is related to magma migrations in crust and mantle, and water rising at subduction zones. It is important to know how the separation of liquid phase proceeds, and how the background solid convection is affected by the flow of liquid phase. Here we treat a simple setting for liquid phase separation in a convecting solid mantle. We do not include melting and solidification of the liquid phase as a first step. In this model, migration of liquid phase is modeled as a permeable flow. Density of the liquid phase is set to be slightly lighter than the surrounding solid phase. When the relative motion between the liquid and solid phases occurs, the porosity changes and the permeability at that volume is reduced or increased. There are two parameters controlling the flow in this system, those are, Rayleigh number (Ra) for the convection of solid phase, and the initial non-dimensional permeability (M) for the permeable flow of the liquid phase. We compared the timescale of separation at wide ranges of Ra and M. The geometry is a 3D rectangular cell or a quasi-2D box. We identified that the styles of separation can be categorized into four cases; (a) rapid separation, (b) gradual separation, (c) slight separation, and (d) no separation. When the M is very large, the liquid phase rises with a high velocity. Consequently separation proceeds within a very short time independent on the convective flow of the solid phase (a: rapid separation). When the M is very small, separation does not occur and the convection of the solid phase proceeds including liquid phase in it (d: no separation). Two styles are recognized between these two extremes. In (b: gradual separation), the liquid phase gradually separates at upwelling regions of the solid phase convection. If the background solid convection is time dependent, the liquid phase of the entire system is efficiently removed to the surface. In (c: slight separation), the distribution of liquid phase is slightly evolved from the initial uniform state, but a balance between separation and entrainment of liquid phase is achieved and no further separation proceeds. We established a regime diagram of the styles of separation on the space of Ra and M. Convection of solid phase delays separations of liquid phase. The differences among styles are understood well by a competition between two velocities, permeable flow velocity and convection velocity of solid phase.
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Three-dimensional numerical simulation of tectonic plates in thermal convection of a fluid with stress-history dependent rheology
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Rigid tectonic plates separated by sharp plate margins rather steadily move on the Earth. New plate margins develop, only when such tectonic processes as continental collision and vigorous magmatism known as Large Igneous Provinces induce unusually high stress in the lithosphere; once formed, plate margins remain there even after the stress level is reduced to the usual level in the lithosphere. Our earlier two-dimensional numerical studies of thermal convection of a Newtonian temperature-dependent viscosity fluid show that it is crucial to assume a stress-history dependent viscosity to reproduce these features of tectonic plates of the Earth: In our models, the viscosity takes a high value for plate interior, when the stress \( \sigma \) is sufficiently low; the viscosity drops to a low value typical for plate margins, when \( \sigma \) exceeds the rupture strength of plates \( \sigma_p \); the viscosity remains low even after \( \sigma \) is reduced below \( \sigma_p \) as long as it remains higher than another threshold \( \sigma_m \), the coupling strength at plate margins. The viscosity is a two-valued function of stress in the range from \( \sigma_m \) to \( \sigma_p \). We found that the basic features of tectonic plates arise, only when the typical stress in the lithosphere is within this range. We also found that the stress-history dependent viscosity is crucial for reproducing a thermo-chemical pile like the Large Low Shear Velocity Provinces, and to realize the asthenosphere that moves faster than the overlying plates around ridges. In this presentation, we extend this two-dimensional model of mantle convection to three-dimensional space by the use of the ACuTEMAN code we developed earlier. We calculated convection in a rectangular box with \( \sigma_p \) lower than the typical stress in the lithosphere to start a plate motion, and succeeded in reproducing sharp plate boundaries. We will raise \( \sigma_p \) and explore how the plates thus started behave, when the stress-history dependent viscosity plays a crucial role in their dynamics.
Toward high-resolution simulation of planetary atmospheres—Model dependencies of a QBO-like oscillation.

*Hiroki Kashimura¹, Hisashi Yashiro², Seiya Nishizawa², Hirofumi Tomita², Kensuke Nakajima³, Masaki Ishiwatari⁴, Yoshiyuki O. Takahashi¹, Yoshi-Yuki Hayashi¹


Scales of atmospheric motions in Earth range from a few meter to the planetary scale, and multi-scale phenomena interact with each others. This is a reason for promoting an atmospheric simulation with higher resolution. The situation must be same in other planets such as Mars and Venus. Higher resolution is required for better understanding of the planetary atmosphere. However, especially for the planetary atmospheres, we should advance carefully on a higher resolution simulation, because there is almost no observations for small scales.

On the way to higher resolution, there are some gaps both in governing equations and in calculation methods.

For large-scale motions, the atmosphere keeps the hydrostatic balance, and it is assumed in the governing equations. On the other hand, for small-scale (a few tens of kilometers) motions, the assumption of the hydrostatic balance is not valid, and we need to calculate a prognostic equation of vertical momentum. Hence, the making the resolution higher requires change in the governing equations.

To achieve a high performance in massive parallel computers, calculation methods also must be revised. A spectral method has been widely used for numerical simulation of the atmosphere in a spherical geometry. This is because the spectral method has an advantage of a high precision and avoiding inequality in the resolution on a sphere. However, it is not suitable for the parallel computing due to spectral transformation. To benefit the power of the massive parallel computers, an icosahedral grid systems has been constructed (Tomita et al. 2001, 2002). Difference in calculation methods may influence numerical solutions in a significant scale, though it is undesirable.

To overcome the above gaps—to understand the dependency of numerical solutions on governing equations and calculation methods and to obtain robust results and knowledge, which are independent on them—comparative studies are important. In this study, we use two numerical models: DCPAM and SCALE-GM. DCPAM assumes the hydrostatic balance and uses the spectral methods. SCALE-GM is a non-hydrostatic model using a finite volume method in the icosahedral grid systems. Optionally, SCALE-GM can be used with the hydrostatic assumption.

We have performed an idealized experiment of the Earth-like atmospheric circulation (Held and Suarez 1994) with an extension of the model top to around 50 km, by using both models. In the lower atmosphere (< 15 km), similar atmospheric circulation was obtained in both models; whereas the behavior of zonal wind in the upper atmosphere differs significantly. SCALE-GM showed QBO-like oscillation, that is, the direction of the mean zonal wind above the equator changes with a period of about two years. However, DCPAM did not show such oscillation. Such QBO-like oscillation and its model dependency were reported by Yao and Jablonowski (2013, 2015), but is not well investigated.

To explore the model dependency of the QBO-like oscillation, we have performed numerical experiments...
with a variety of horizontal eddy diffusion and model resolution. Numerical results show that a QBO-like oscillation also occurs in DCPAM when the horizontal diffusion is weak. For both models, the weaker horizontal diffusion results in shorter period of the QBO-like oscillation. In addition, the finer resolution makes the period shorter. An analysis of the momentum transport shows that the vertical transport of zonal momentum by disturbances from the zonal mean is stronger in the shorter oscillation cases. Such vertical transport would be caused by vertical propagation of atmospheric gravity waves. Hence, the horizontal eddy diffusion and model resolution influence the occurrence of QBO-like oscillation and its period via the excitation, propagation, and/or breaking of the gravity waves.

Keywords: atmospheric general circulation model, Held and Suarez (1994) experiment, quasi-biennial oscillation
Computational science of dust coagulation process in protoplanetary disk turbulence
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By using recent supercomputers, it is becoming possible to use larger-scale direct numerical simulation (DNS) of high-Reynolds-number (Re) turbulence for understanding complex turbulent flow phenomena. Coagulation process of silicate dusts in protoplanetary disk is one of the most challenging problems in planetary science. By tracking huge number (more than one billion) of inertial particles in high Re turbulence, we could simulate turbulent clustering of particles directly and quantitatively. Our DNS of turbulence showed that dust coagulation is expedited by turbulence clustering of particles. The next step is to realize dust growth simulations to quantitatively estimate the growth rate of dust particles and the size-distribution in high Re turbulence. In the presentation, what we have obtained so far and what we are trying will be discussed.
The circulation structure in the Martian atmospheric boundary layer obtained by high resolution LES
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1. Introduction

Dust in the Martian atmosphere has a great influence on the temperature structure of the atmosphere (Montabone et al., 2005). Dust is lifted from the ground by the wind in the atmospheric boundary layer. In many studies using atmospheric general circulation models (GCMs), dust lifting by the subgrid scale wind is parameterized. Validity of parameterization schemes has been examined through comparisons of distributions of dust optical depth and temperature obtained by calculations with observational results. More direct validation dust lifting parameterization comparing with the microstructure of wind fields in the atmospheric boundary layer is desirable, but has not been conducted. Instead, examinations with the results of large eddy simulations (LESs) have been performed. Fenton and Michaels (2010) conducted LESs whose horizontal resolution was 100 m. They used initial states with various horizontal wind distributions. Their results suggest that certain initial wind distributions cause dust lifting. However, effects of phenomena such as the dust devils with horizontal scale of dozens of meters could not be represented because of coarse resolution. Nishizawa et al. (2016) conducted LESs where several different grid spacing ranging from 100m to 5m were employed to examine resolution dependence. The isotropic grid spacing of 5 m is the highest resolution among Martian LESs performed so far. The initial state is a horizontally uniform rest atmosphere. They examined vorticity and vertical wind at altitude of 62.5 m. The vertical wind has cellular structures whose boundaries are composed of narrow regions with strong upward winds. With the higher resolution, the intensity of vorticity becomes stronger and radius of vorticity becomes smaller. In the previous studies described above, the circulation field near surface has not been examined, although the circulation field is related to dust lifting.

Our aim is to understand the relationship between the circulation structure and the surface stress. In this presentation, we show the results of analysis focusing on the lowest level of the model (z = 2.5 m).

2. Data

We use the data calculated by Nishizawa et al. (2016) which utilized SCALE - LES ver. 3 developed by RIKEN / AICS. The values of model parameters are those of Mars. The model domain is 19.2 km × 19.2 km × 21 km. Five experiments with the resolutions ranging from 100 m to 5 m were analyzed. The heating rate and the surface temperature are given externally from one-dimensional simulation by Odaka et al. (2001). Horizontally periodic boundary conditions are adopted. Except for the 5 m resolution run, the vertical temperature profile of initial state is obtained from Odaka et al. (2001) and tiny random perturbations are added. For the 5 m resolution run, integration is performed for 1 hour from the result at 14:00 (local time) obtained by the 10 m resolution run. In this study, we use the data at 14:30 obtained with the 5 m resolution run. Surface stress is calculated using the same scheme as Nishizawa et al. (2016).

3. Results
In order to compare the surface stress distributions with the circulation structures, we examine the wind velocity distributions at the lowest level of the model. To estimate the frequency of dust lifting, we investigate the histogram of intensity for the surface stress. In this presentation, we will show these results in detail. We are now proceeding analyses of the data at the time other than 14:30 and other resolutions. With considering the results, we will obtain an understanding on the relationship between surface stress field and circulation field.
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A numerical study on the impact of ocean general circulation on aquaplanet climate with a coupled atmosphere-ocean-sea ice model
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1. Introduction
The discovery of many exoplanets attracts the attention of planetary atmospheric scientists because the diversity of climates is expected on exoplanets. In order to understand the role of atmospheric circulation on determining the planetary climates, our research group also has explored the climates on a planet globally covered with water (aquaplanet) with an atmospheric general circulation model (AGCM) (Ishiwatari et al., 1998; Ishiwatari et al., 2007; hereinafter, referred as INTH98 and INTH07, respectively). In their study, ocean general circulation was not considered. However, ocean heat transport also may have a significant impact on the climate. The recent development of computational science enables a long time integration to be carried out with coupled atmosphere-ocean-sea ice models, and some studies of aquaplanet climates with considering ocean general circulation explicitly has been performed (e.g., Marshall et al., 2007; Rose et al., 2015). By their pioneering works, the dependence of climates of coupled aquaplanet system on some fundamental parameters, such as solar constant or planetary rotation period, has been obtained. However, in order to accumulate knowledge about the diversity of exoplanet climates, further parameter studies are needed (e.g., the dependence of aquaplanet climate on solar constant in the case of oceanic salinity much different from one on present earth) in addition to revisit the probability of previous results. So, we have developed our own ocean model, and coupled model.

In this study, using our coupled model, we perform solar constant dependence experiments in INTH07 with considering ocean general circulation, and the impact on determining aquaplanet climates are focused. In this presentation, we show some simulation results for present earth solar constant.

2. Numerical Model
The atmosphere model is an AGCM, DCPAM (https://www.gfd-dennou.org/library/dcpam/), in which 3-dimensional primitive equations and a transport equation for water vapor are solved. To reproduce INTH98 result, a gray atmosphere radiation scheme (Nakajima et al., 1992) and moist convective adjustment (Manabe et al., 1965) are used. The ocean model is a zonally averaged 2-dimensional ocean general circulation model in which hydrostatic Boussinesq equations are solved. The effect of meso-scale eddies and convection are parameterized (Gent and McWilliams, 1990; Marotzke, 1991). The model calculates the velocity, temperature and salinity. The sea ice model is a thermodynamics model based on Winton (2000), and calculates the thickness and temperature. The atmosphere, ocean and sea ice models are coupled with a coupler library (Arakawa et al., 2011).

3. Results
First, we have a numerical experiment in which surface albedo is fixed to zero everywhere same as experiments by INTH98. After the integration for several ten thousands of years, we obtain a statically equilibrium state with ice-line latitude of about 50°. The global circulation patterns are similar to that in Marshall et al. (2007), while the strength of circulations is quite smaller. In order to evaluate the effect of ocean circulation, we conduct further two experiments in which dynamical ocean is replaced by swamp or...
slab ocean. According to the comparison of three experiments, ocean general circulation decreases the temperature difference between middle and low latitudes by about 5 K, and reduces the sea surface temperature (SST) at equator by about 4 K. However, the ice-line latitude and global mean SST in all cases are almost same. We also investigate the impact of ocean general circulation on the climate including ice-albedo feedback as INTH07. The result shows that, due to ocean large thermal inertia and motion, ice-line latitude retreats by about 10° and correspondingly global mean SST increases by about 5 K. As suggested in Rose et al. (2015), this indicates ocean inertia and heat transport have more significant impact on the climates in including ice-albedo feedback. In order to obtain a deeper understanding of ocean role on determining aquaplanet climates, we will perform solar constant dependence experiments.

Keywords: coupled atmosphere-ocean-sea ice model, aquaplanet climate, atmosphere and ocean heat transport, ice-albedo feedback
Effects of radial distribution of thermal diffusivity on critical modes of anelastic thermal convection in rotating spherical shells
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Linear stability analysis of anelastic thermal convection in a rotating spherical shell with thermal diffusivities varying in the radial direction is performed. The structures of critical convection are obtained in the cases of four different radial distributions of thermal diffusivity; (1) \( \kappa \) is constant, (2) \( \kappa T_0 \) is constant, (3) \( \kappa \rho_0 \) is constant, and (4) \( \kappa \rho_0 T_0 \) is constant, where \( \kappa \) is the thermal diffusivity, \( T_0 \) is the temperature of basic state, and \( \rho_0 \) is the density of basic state, respectively. The ratio of inner and outer radii, the Prandtl number, the polytrope index, and the density ratio are 0.35, 1, 2, and 5, respectively. The value of the Ekman number is \( 10^{-3} \) or \( 10^{-5} \). In the case of (1), where the setup is same as that of the anelastic dynamo benchmark (Jones et al., 2011), the structure of critical convection is concentrated near the outer boundary of the spherical shell around the equator. However, in the cases of (2), (3) and (4), the convection columns attach the inner boundary of the spherical shell.

A rapidly rotating annulus model for anelastic systems is developed by assuming that convection structure is uniform in the axial direction taking into account the strong effect of Coriolis force. The annulus model well explains the characteristics of critical convection obtained numerically, such as critical azimuthal wavenumber, frequency, Rayleigh number, and the cylindrically radial location of convection columns.

The radial distribution of thermal diffusivity is important for convection structure, because it determines the distribution of radial basic entropy gradient which is crucial for location of convection columns.

Keywords: Critical convection, Anelastic fluid, Jovian planets
Numerical simulation of circumplanetary disk formation for estimating the disk size and surface density

*Hirotaka Hohokabe¹, Masahiro Machida²

1. Department of Earth and Planetary Sciences, Graduate School of Science, Kyushu University, 2. Department of Earth and Planetary Sciences, Faculty of Science, Kyushu University

Circumplanetary disks are possible targets for future observations and include some information on planet formation. Numerical simulation is useful to predict such observations. To investigate the structure of circumplanetary disk and its environment, extremely high resolution is required. Hence we parallelize a three-dimensional hydrodynamic simulation code of static mesh refinement method. The parallelized code enables us to compute 10 times higher spatial resolution than previous studies. When 15 times Hill radius is adopted as the computational domain in the radial direction, the finest spatial resolution is $10^{-3}$ of the Hill radius which is comparable to the present Jovian radius. The resolution is sufficient to investigate circumplanetary disk structure.

We perform a numerical simulation of circumplanetary disk formation around a planet embedded in protoplanetary disk. We consider a local rotating Cartesian coordinate. The coordinate is rotating around a star with Keplerian angular velocity and curvature is neglected. Basic equations of inviscid fluid hydrodynamic without self-gravity are solved. Some symmetric boundary conditions are imposed to accelerate the calculation, in which rotational, periodic, and mirror symmetries are imposed as radial, azimuthal and vertical directions respectively. The other side boundaries in the radial direction and in the vertical direction of computational domain are connected to unperturbed flow.

In this resolution, the angular momentum of the initial condition can not be neglected. Then a artificial retrograde circumplanetary disk forms potentially and the disk is not dissipative even in long time integration. To avoid the problem, we introduce sink cells around protoplanet. Finally, a prograde disk is formed.

Acknowledgement: The computation was carried out using the computer facilities at Research Institute for Information Technology, Kyushu University.
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